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Introduction

2

 judgment that takes a long time due to serial 
reasoning, meta-reasoning, running experiments, 

discussing with experts, etc.

 “slow judgment”

Related: 

• Kahneman “Thinking, fast and slow”

• Christiano “Turning reflection up to 11”

• AlphaGo: imitation of human experts and 

imitation of MCTS by neural net

http://owainevans.github.io
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Optimizing for slow judgments  

• Agent takes action with highest approval (reward) after slow 
judgment (e.g. thinking for 5 days).


• Slow judgment considers short-term progress on task (e.g. 
personal assistant), safety constraints, long-term 
considerations.


• (Standard RL vs. Christiano, “Approval Directed Agents”)


slow judgments

action:	A

R*(A)

http://owainevans.github.io
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Optimizing for slow judgments  

• Agent takes action with highest approval (reward) after slow 
judgment.


Problems 
AI-complete: slow judgments involve math reasoning, 
scientific experiments, moral deliberation. 

missing data: slow judgments are intrinsically expensive

slow judgments

action:	A

R*(A)

http://owainevans.github.io
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Optimizing for slow judgments  

• Agent takes action with highest reward after slow judgment.


Approach 
• Cheap signals =  human quick judgment, ad revenue, 

stock price, hand-engineered shaped rewards.  

• Use cheap signals (not sparse) to help predict slow 
judgment

cheap signals

Rc(A)

slow judgments

action:	A

R*(A)

http://owainevans.github.io
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Alternative: Optimize for cheap signals 

• No need to collect expensive data


• Easier to apply standard ML


• Cheap signals are correlated with slow judgments. 
Optimizing for cheap might initially do well for slow 
judgments (but will ultimately diverge— mis-alignment).  


cheap signals

Rc(A)

slow judgments

action:	A

R*(A)

http://owainevans.github.io
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Research Goal 

• Optimizing for slow judgments should be competitive with 
optimizing for cheap signals (to achieve practical tasks, e.g. Siri). 


• Competitive =  similar speed when deployed, training set has 
similar size, training time is not 20x slower, etc.

cheap signals

Rc(A)

slow judgments

action:	A

R*(A)

http://owainevans.github.io
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Plan for rest of talk 

1. Describe concrete tasks where objective is predicting slow 
judgment. For tractability, these are classification problems 
rather than RL. 


2. Explain how we constructed our datasets


3. Show pilot results for predicting slow judgments


http://owainevans.github.io


Predicting Slow Judgments Owain Evans (owainevans.github.io)

Problem Statement
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input (feature vector) target

xi h*(xi)

Frame “Predicting Slow Judgment” as classification problem:

h*(xi) : Alice’s judgment about xi after long deliberation and 
research (e.g. 5 days)  

“When I was governor of Massachusetts, we didn’t just slow 
the rate of growth of our government, we actually cut it.”   
Mitt Romney (CBN Interview, 2012).

xi  =

Guiding example:

http://owainevans.github.io
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Problem Statement

10

input (feature vector) target

xi h*(xi)

Frame “Predicting Slow Judgment” as classification problem:

h*(xi) : Alice’s judgment about xi after long deliberation and 
research (e.g. 5 days)  

Problem 
ML would do poorly due to few h* labels and AI-completeness:


• Cheap signals at train time (mitigate few h* labels)


• Cheap signals at test time (mitigate AI-completeness).


http://owainevans.github.io
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Problem Statement
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input (feature vector) target

xi ,  h(xi ; 20s) h*(xi)

Predicting slow judgment:

h*(xi) : Alice’s judgment about xi after long deliberation and research  
 
h(xi ; t) :  Alice’s guess about xi after time t. 


ML would do poorly due to few h* labels and AI-completeness:


• Cheap signals at train time (mitigate few h* labels)


• Cheap signals at test time (mitigate AI-completeness).


http://owainevans.github.io
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Problem Statement

12

input (feature vector) target

xi ,  h(xi ; 20s) h*(xi)

Predicting slow judgment:

h*(xi) : Alice’s judgment about xi after long deliberation and research  
 
h(xi ; t) :  Alice’s guess about xi after time t.


• Shouldn’t target h* be whether statement is true?


• We are ultimately interested in slow judgments that depend on 
preferences, which aren’t objectively true/false. Also: for this task, 
our actual labels are just expert judgments —some are wrong. 


http://owainevans.github.io
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Problem Statement

13

h(xi ; 20s) h(xi ; 60s) h(xi ; 320s) h(xi ; 540s) h*(xi )

xi 50% 40% 20% 25% 0%

“When I was governor of Massachusetts, we didn’t just slow 
the rate of growth of our government, we actually cut it.”   
Mitt Romney (CBN Interview, 2012).

xi  =

xi,  h(xi ; 20s), h(xi ; 60s), h(xi ; 320s), h(xi ; 540s)                    h*(xi)

http://owainevans.github.io
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Problem Statement
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h(xi ; 20s) h(xi ; 60s) h(xi ; 320s) h(xi ; 540s) h*(xi )

x1 50% 40% 20% 25% 0%

x2 50% 55% 55% 90% 100%

x3 50% 50% 50% 50% 20%

x4 0% 0% 0% 0% 0%

“Romney cut MA government”

“Rubio skipped 18 defense votes”

“The Keynesian response is right”

“Obama will enforce Sharia Law”

Add more questions for Alice:

http://owainevans.github.io
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Problem Statement

15

h(xi ; 20) h(xi ; 60) h(xi ; 320) h(xi ; 540) h*(xi )

A B A B A B A B A

xi 50% 55% 40% 70% 20% 70% 25% 70% 0%“Romney cut MA government”

Get judgments from Bob as well as Alice: 

objective is still Alice’s slow judgment

http://owainevans.github.io
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Problem Statement
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“Romney cut MA government”

Multiple questions and multiple people:

t = 20s t = 60s t = 320s

h1 h2 h3 h4 h5 h1 h2 h3 h4 h5 h1 h2 h3 h4 h5 … h*
*x1

x2

x3

x4

x5

x6

x7

x8

“Rubio skipped 18 defense votes”

“The Keynesian response is right”

“Obama will enforce Sharia Law”

http://owainevans.github.io
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Problem Statement

17

t = 20s t = 60s t = 320s

h1 h2 h3 h4 h5 h1 h2 h3 h4 h5 h1 h2 h3 h4 h5 … h*
x1

x2

x3

x4

x5

x6

x7

x8
Key: Judgment 
for question xi

0% probability

50% probability

100% probability

“Romney cut MA government”

“Rubio skipped 18 defense votes”

“The Keynesian response is right”

“Obama will enforce Sharia Law”

Collect most of cheapest signal Collect least of slowest judgment

http://owainevans.github.io
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Problem Statement

18

t = 20s t = 60s t = 320s

h1 h2 h3 h4 h5 h1 h2 h3 h4 h5 h1 h2 h3 h4 h5 … h*
x1

x2

x3

x4

x5

x6

x7

x8

“Romney cut MA government”

“Rubio skipped 18 defense votes”

“The Keynesian response is right”

“Obama will enforce Sharia Law”

Collect most of cheapest signal Collect least of slowest judgment

Key: Judgment 
for question xi

Missing

0% probability
50% probability

100% probability

http://owainevans.github.io
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Problem statement
• Relation to standard ML problems:


Most training data is unlabeled: Semi-supervised learning


For unlabeled data, we have noisy/biased labels: Weak supervision  

Item-user (sparse) matrix: Collaborative Filtering 

19

t = 20s t = 60s t = 320s
h1 h2 h3 h4 h5 h1 h2 h3 h4 h5 h1 h2 h3 h4 h5 … h*

**x1

x2

x3

x4

x5

x6

x7

x8

“Romney cut MA government”

“Rubio skipped 18 defense votes”

“The Keynesian response is right”

Key: Judgment 
for question xi

Missing

0% probability
50% probability

100% probability

http://owainevans.github.io
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Modeling the data

t = 5s t = 20s t = 80s
h1 h2 h3 h4 h5 h1 h2 h3 h4 h5 h1 h2 h3 h4 h5 … y

x1

x2

x3

x4

x5

x6

x7

x8

Collaborative filtering (content-based) 

- Human users rate movies


- ML objective (Netflix) is to predict all missing ratings 
 

20

Titanic

Inception

Casino Royale

Key

No response (missing)

0% probability 0/10 stars

50% probability 5/10 stars

100% probability 10/10 stars

http://owainevans.github.io


CF can be viewed as a matrix 
factorization problem (SVD) 
 
Predicting Slow Judgments is a 
3D tensor completion problem. 
 

h1 h2 h3 h4 h5

x1

x2

x3

x4

x5

x6

x7

x8

Key for responses

No response (missing)

0% probability

50% probability

100% probability

t = 20 secs

t = 60 secs

t = 100 secs

h*
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Datasets for PSJ

22

We are creating two new datasets:

1. Fermi: Fermi estimation comparisons (no research)

2. Politifact: Judge truth of political statement (use Google)

Fermi Examples 

• weight of a bushpig in kg  <  99 
 


• production budget for The Force Awakens in millions - value of 3 dimes 
and 2 pennies in cents - maximum speed of a horsefly  <  1343  
 


• driving distance in miles between London and Amsterdam  <  371 

http://owainevans.github.io
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Datasets for PSJ

23

Fermi Politifact

Depends on: pure thinking / 
calculating

researching, 
interpreting 
language

Related to: Related: math, 
science, games

Related: law, 
academic research

http://owainevans.github.io
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Datasets for PSJ: Fermi
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(a) Fermi comparisons UI (b) Politifact truth judgments UI

Figure 2: The user interfaces for data collection

• The most thorough judgments (“ground truth”) are available already, so we only need to74

collect judgments on multiple shorter time scales.75

• It is possible to make progress through thinking. This motivates Fermi estimation problems76

in particular, where breaking down the problem into pieces and coming up with estimates77

for each of the pieces is a useful cognitive strategy.78

• It is possible to make progress through gathering evidence. This motivates Politifact truth79

judgments, where participants are allowed to use a search engine and read web pages.80

The experiments used 500 questions for each of the two tasks, with ground truth being “true” and81

“false” equally. Questions and “ground-truth” judgments for the Fermi task were generated by a Python82

script. For the Politifact task, they were downloaded from the politifact.com API (following [6]).83

2.2 Data collection84

For each task, we recruited 250 participants on Amazon Mechanical Turk, screening out users who85

failed a standard reasoning task [7]. Fig. 2 shows the user interface for data collection. At each86

point, participants see a question, a probability input form, a progress bar that counts down the time87

available to provide a response, and task-dependent tools (a scratchpad for Fermi, a restricted Google88

search engine for Politifact).89

Each participant answers each question under multiple time constraints. The first response period90

is very short (5 seconds for Fermi, 20 seconds for Politifact1). There are three subsequent periods,91

each immediately following the previous one, and each three times as long as the previous one. For92

Fermi, each participant provides estimates with cumulative time constraints 5s, 20s, 80s, and 320s.93

For Politifact, the constraints are 20s, 60s, 180s, and 540s. Participants receive base pay independent94

of their answers and bonuses according to their mean squared error.95

2.3 Descriptive statistics96

The participants vary in self-reported age, education, and mathematical and political knowledge. The97

mean age is 35 (� = 10, median 33, min 19, max 73). 29% finished high school, 13% Associates,98

39% Bachelor’s, 10% Master’s, 2% Ph.D., and 7% didn’t report.99

Each participant initially answers 10 questions. After a batch of 10 questions, we offer participants100

the option of continuing with another batch if their accuracy across all questions thus far is at least101

70%. For Fermi, participants answer 24 questions on average (median 11, max 77), and the average102

and median number of participants per question is 11 (max 31). For Politifact, participants answer 14103

questions on average (median 10, max 86), and the average and median number of participants per104

question is 7 (max 37). Each question has four responses per user (under four increasingly lenient105

time constraints). The full dataset consists of 37,562 responses.106

1We expect Politifact to require more time (due to the possibility of doing empirical research using the
integrated search engine) and hence provide overall longer time periods.

3
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Datasets for PSJ: Politifact

25

(a) Fermi comparisons UI (b) Politifact truth judgments UI

Figure 2: The user interfaces for data collection

• The most thorough judgments (“ground truth”) are available already, so we only need to74

collect judgments on multiple shorter time scales.75

• It is possible to make progress through thinking. This motivates Fermi estimation problems76

in particular, where breaking down the problem into pieces and coming up with estimates77

for each of the pieces is a useful cognitive strategy.78

• It is possible to make progress through gathering evidence. This motivates Politifact truth79

judgments, where participants are allowed to use a search engine and read web pages.80

The experiments used 500 questions for each of the two tasks, with ground truth being “true” and81

“false” equally. Questions and “ground-truth” judgments for the Fermi task were generated by a Python82

script. For the Politifact task, they were downloaded from the politifact.com API (following [6]).83

2.2 Data collection84

For each task, we recruited 250 participants on Amazon Mechanical Turk, screening out users who85

failed a standard reasoning task [7]. Fig. 2 shows the user interface for data collection. At each86

point, participants see a question, a probability input form, a progress bar that counts down the time87

available to provide a response, and task-dependent tools (a scratchpad for Fermi, a restricted Google88

search engine for Politifact).89

Each participant answers each question under multiple time constraints. The first response period90

is very short (5 seconds for Fermi, 20 seconds for Politifact1). There are three subsequent periods,91

each immediately following the previous one, and each three times as long as the previous one. For92

Fermi, each participant provides estimates with cumulative time constraints 5s, 20s, 80s, and 320s.93

For Politifact, the constraints are 20s, 60s, 180s, and 540s. Participants receive base pay independent94

of their answers and bonuses according to their mean squared error.95

2.3 Descriptive statistics96

The participants vary in self-reported age, education, and mathematical and political knowledge. The97

mean age is 35 (� = 10, median 33, min 19, max 73). 29% finished high school, 13% Associates,98

39% Bachelor’s, 10% Master’s, 2% Ph.D., and 7% didn’t report.99

Each participant initially answers 10 questions. After a batch of 10 questions, we offer participants100

the option of continuing with another batch if their accuracy across all questions thus far is at least101

70%. For Fermi, participants answer 24 questions on average (median 11, max 77), and the average102

and median number of participants per question is 11 (max 31). For Politifact, participants answer 14103

questions on average (median 10, max 86), and the average and median number of participants per104

question is 7 (max 37). Each question has four responses per user (under four increasingly lenient105

time constraints). The full dataset consists of 37,562 responses.106

1We expect Politifact to require more time (due to the possibility of doing empirical research using the
integrated search engine) and hence provide overall longer time periods.

3
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Results (Pilot)

Politifact Data 

• ≈ 20,000 judgments


• ≈ 150 human judges


• ≈ 11 judgments per question 
(most data missing)


• Quick judgments less 
confident than slow

26

inputs x

human judgments h(x)

http://owainevans.github.io
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Results (Pilot)

27

Base-rate
Mean of 
quickest 
judgment

Mean of 
slowest 

judgment

Fermi 51% 59% 79%

Politifact 52% 56% 65%

• Are the quickest judgments 
informative? 
YES

20s max 60s max 180s max 540s max

0 200 400 0 200 400 0 200 400 0 200 400
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Seconds usedN
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f r
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Figure 3: Time used per time constraint (Poli-
tifact). Participants may use less than the max
available time. For longer time periods, few
make use of the entire time (note log axis).
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Figure 4: Probability estimates over time
(Fermi). Participants switch from saying 50%
most of the time to choosing 0% or 100% most
of the time.
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Figure 5: Accuracy tends to increase as time constraints lessen. Users
are broken out into five 20%-ile groups based on accuracy. Squared
error decreases only for Fermi, and only for more accurate users. The
dashed line is the mean.
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Figure 6: Skill varies be-
tween users, difficulty be-
tween questions.

Fig. 3 shows how the time used varies as a function of the time constraint. Participants take more107

time when it is available, but mostly use substantially less than the full time slot. Participants tend to108

become somewhat more accurate when more time is available (measured by 0-1 error), and become109

substantially more confident over time (Fig. 4). This pattern holds for both Fermi and Politifact.110

If we measure participants’ performance using squared error, these two factors (increasing accuracy111

and confidence) trade off against each other, since unjustified confidence leads to high penalties.112

Overall, we find that squared error tends to decrease for Fermi estimation problems but tends to113

increase for Politifact problems, with big differences between participants (Fig. 5). More generally,114

there is plenty of variation with respect to both participant skill and question difficulty in our dataset.115

Fig. 6 shows how the overall fraction of questions participants answer correctly varies between116

participants, and how the fraction of correct answers varies between questions.117

By “change of mind,” we denote the event that a participant gave a probability p < .5 in one time118

interval and p > .5 in the next (or vice versa). For Politifact, the probability of a change of mind is119

12%, 11%, and 5% for the 2nd, 3rd, and 4th time period; Fermi is similar, with 13%, 13%, and 6%.120

3 Results121

Recall that our goal is to predict cognitive judgments after extensive deliberation. Naive application122

of supervised learning is difficult, since collecting such judgments is expensive. Our claims:123

1. Human deliberation has anytime nature, so we can collect judgments after varying time.124

2. Judgments given more time tend to be more accurate than quick judgments.125

3. However, quick judgments are still useful for predicting more considered judgments.126

4. Different ways to apportion a fixed amount of human work into quick and slow judgments127

lead to differential performance at test time.128

We have shown 1 and 2 in previous sections. Now we show 3 and 4.129

Fig. 7 shows the results from applying a few simple algorithms to the problem of predicting the most130

expensive (“ground truth”) judgments in the Fermi and Politifact datasets. Each sub-plot shows the131

test set accuracy for a particular composition of human work as we vary the total number of human132

work hours (assuming a cost of 7 minutes per ground truth label).133

A first observation is that logistic regression with L1 regularization and using only question-based134

features (Word2vec [8] for the question text and project-specific features such as the number of terms,135

quantities, characters, pluses, minuses, etc. in Fermi), without leveraging human judgments, is almost136

4

• Did individuals get more 
accurate/calibrated when 
given more time?  
 
Fermi: yes for top 20% of 
people.  
 
Politifact: Even top 20% 
don’t improve after 200s.   

0-1 Accuracy scores

http://owainevans.github.io
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Problem statement
• Relation to standard ML problems:


Most training data is unlabeled: Semi-supervised learning


For unlabeled data, we have noisy/biased labels: Weak supervision  

Item-user (sparse) matrix: Collaborative Filtering 

28

t = 20s t = 60s t = 320s
h1 h2 h3 h4 h5 h1 h2 h3 h4 h5 h1 h2 h3 h4 h5 … h*

**x1

x2

x3

x4

x5

x6

x7

x8

“Romney cut MA government”

“Rubio skipped 18 defense votes”

“The Keynesian response is right”

Key: Judgment 
for question xi

Missing

0% probability
50% probability

100% probability

http://owainevans.github.io
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Modeling the data
Pilot study (only 500 questions)


Fix total cost of human data, vary 
“breakdown”:


- snap_and_answer: mostly 
quickest judgments


- same_spend: mix of quick and 
slower judgments (number of 
judgments proportional to cost) 

Conclusion: time for research/
calculation helps models


 
 

29

Accuracy predicting h* (Fermi)

quick/slower =  9.8 quick/slower =  2.3

http://owainevans.github.io
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Modeling the data
Pilot study (only 500 questions)


Fix total cost of human data, vary 
“breakdown”:


- snap_and_answer: mostly 
quickest judgments


- same_spend: mix of quick and 
slower judgments (number of 
judgments proportional to cost) 

Conclusion: time for research/
calculation helps models


 
 

30

Accuracy predicting h* (Politifact)

quick/slow =  9.8 quick/slow =  2.3

http://owainevans.github.io
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Total human time (hrs)

Quick/slow = 2.5 
Vary total time

Politifact

Fermi

Total human time (hrs)

http://owainevans.github.io
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Future directions…

• Collect more data: see quiz.ought.org


• Try to predict slow judgments without having cheap 
signals at test time


• Thus need data on how people deliberate (e.g. 
scratchpad, Google history)


• Task where human judges whether A or B is better 
(involves preferences not just true/false)  

 
  32
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