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Fix on target model to be learned:  θ 

Find algorithm that is


1. consistent: converges (in limit of infinite data) to  θ


2. efficient: error in estimate of θ goes down fast

Statistics:  
Zoomed out
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Fix on task: π* for some MDP (often don’t know T).  

Find algorithm that is


1. consistent: converges (in limit of infinite data) to π*


2. efficient: error goes down fast (PAC-MDP, regret, more 
efficient than human).  

RL: Zoomed out
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Learn policy π* to help realize someone’s values, θ  

Find algorithm that is:


1. consistent: converges (in limit of infinite data) to π*


2. efficient: data-efficient (active learning)


3. safe while learning (corrigible, robust, safe exploration). 

Value Alignment:  
Zoomed out
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Learn policy π* to help realize someone’s values   θ  

Find algorithm that is:


1. consistent: converges (in limit of infinite data) to π*


2. efficient: data-efficient (active learning)


3. Safe while learning (corrigible, robust, safe exploration). 

Value AlignmentConvergence: 
IRL, bounded agents,  

model mis-specification
agentmodels.org 
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Learn policy π* to help realize someone’s values   θ  

Find algorithm that is:


1. consistent: converges (in limit of infinite data) to π*


2. efficient: data-efficient (active learning)


3. Safe while learning (corrigible, robust, safe exploration). 

Value Alignment
Efficiency: 

Active Reinforcement Learning 
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Learn policy π* to help realize someone’s values   θ   

Find algorithm that is:


1. consistent: converges (in limit of infinite data) to π*


2. efficient: data-efficient (active learning)


3. Safe while learning (corrigible, robust, safe exploration). 

Value Alignment
Safe Learning: 

Human Intervention RL 
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Overview

1. Motivation: Safe RL requires human intervention 

2. Formal framework for human intervention 

3. Experiments (Atari)
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Overview

1. Motivation: Safe RL requires human intervention

2. Formal framework for human intervention 

3. Experiment (Atari)
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Safe Learning Requires  
Human Intervention

GOAL: AI for real-world tasks involving humans 
(driver, personal digital assistant, scientist, doctor, engineer)  

Want to train AI system in real world, but during training 
systems are ignorant and hence unsafe. 

Can we train in real world with zero serious mistakes? 
(harm humans, destroy property, harm environment) 

• Vital ingredient: human oversight + intervention. 
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Self-driving car + human overseer

13
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Self-driving car + human overseer
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Self-driving car + human overseer

Human intervention is frequent: 
 
 

Huge effort: Google has driven 3 million miles (100,000 
hours) on public roads. 

(Human intervention necessary not sufficient.)
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Miles per 
Intervention

2015 2016

Mercedes 1.8 2.0

Nissan 14 246

Google 1244 5128
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Safety for Web-based AI 
Systems

1. Facebook Trending news stories. Tried to automate but 
top links were fake news.

16
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Safety for Web-based AI 
Systems

1. Facebook Trending news stories. Tried to automate but 
top links were fake news.

2. Microsoft’s Tay (Twitter bot): thousands of Tweets 
containing hate-speech.
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Safety for Web-based AI 
Systems

1. Facebook Trending news stories. Tried to automate but top 
links were fake news.

2. Microsoft’s Tay (Twitter bot): thousands of Tweets 
containing hate-speech. 

Both had limited human oversight and were unsafe. 
 
Human had to shut down / intervene after damage done.  
 
If human oversaw all outputs (like car), could be safe. 
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HI + Deep RL
Future real-world AI systems will use Deep RL.

How does human intervention combine with Deep RL?

Worry:  
—  Deep RL is data-intensive  
—  Humans are slow at processing data  
 
Does human intervention + Deep RL scale? 
e.g.  
Atari game = 100m datapoint = 3 years human time

19
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Overview

1. Motivation: Safe RL requires human intervention 

2. Formal framework for human intervention

3. Experiments (Atari)
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Framework: HIRL

1. Safety = RL system has zero catastrophes during 
training and deployment

2. Catastrophe = Actions human overseer deems 
unacceptable under any circumstances 
 
Sub-optimal action: drive too slowly. 
  
Catastrophic action: go off road and hit pedestrian. 

21
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Framework: HIRL
Safety = RL system has zero catastrophes during training and deployment 
 
Catastrophe = Actions human deems unacceptable even during training  

Is RL safe?

• Model-free RL in real world is unsafe (“trial and error”).

• Simulations insufficient: hard to simulate humans. 

• Imitation learning for initialization only safe if perfect. 

22
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Framework: HIRL
Standard RL formalism: MDP   M = (S, A, T, R, γ)  
state-action pair:  (s,a)

23

Environment M

RL Agent

s, ra
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Framework: HIRL
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Environment M

RL Agent

Human Overseer

s, ra*

a s, r*
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Framework: HIRL
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Environment M

RL Agent

Human Overseer

sa*

a s1. Block a, 
replace with a*

(s,a)  
is catastrophic
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Framework: HIRL
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Environment M

RL Agent

Human Overseer

r = R(s,a*)a*

a r* 2. Replace  
r with r*

Agent gets  
reward r* for  
action (s,a)

http://owainevans.github.io


Safe RL + Human Intervention Owain Evans (owainevans.github.io)

Framework: HIRL
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Environment M

RL Agent

Supervised Learner (“Blocker”)

s, ra*

a s, r*

Env

Agent

Human

data = { (s, a, “catastrophe”) }

generate  
training data train learner
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Framework: RL + Human
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State = 1 
Action = “down”
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Framework: RL + Human
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State = 1 
Action = “down”

Human: allow action
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Framework: RL + Human
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State = 2 
Action = “down”
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Framework: RL + Human
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State = 2 
Action = “down”

Human: block action 
Action* = “up”
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Framework: RL + Human
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State = 3 
Action = _
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Framework: HIRL
Key properties of HIRL:

1. Works for any RL algorithm (agnostic). 
(model-free/model-based, on/off-policy, policy gradient or DQN).

2. Easy to automate human using supervised learning 
(crucial for scalability) to produce “Blocker”.

3. Blocker is a transferable module: wrap around any RL 
agent for immediate safe learning (modulo distribution 
shift issues). 

33
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Overview

1. Motivation: Safe RL requires human intervention 

2. Formal framework for human intervention 

3. Experiments  (Atari)
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Experiments
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Experiments

36

Catastrophe if agent shoots the defensive barriers. 
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Experiments

37

Catastrophe if Road Runner loses a life.

Beep, beep!
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Experiments

1. Human Oversight Phase (4 hours): human blocks 
catastrophes for 10,000 - 20,000 frames.  

2. Train Blocker to imitate human (conv-net).  

3. Blocker Oversight (12-24 hours): Blocker takes human 
role. 

38
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Experiments

39

Reward Shaping baseline

1. Human oversees agent (4 hrs).

2. Agent gets huge penalty for catastrophes but is not 
blocked.

Can RL alone avoid catastrophes?  
  
Does it learn better than HIRL (a strait-
jacketed agent)?
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Results 

1. HIRL agents learns with zero catastrophes (Pong, 
Space Invaders) or big reduction (Road Runner). 

2. HIRL learns at least as well as Reward Shaping 
baseline, does much better overall.

3. Reward Shaping catastrophe rate does not 
converge to zero. (Catastrophic forgetting!)
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Catastrophes for HIRL vs. No Oversight at all
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Pong Results

43Figure 4: Initially the agent attempts many
catastrophic actions, which are blocked by the
human (and result in a negative reward). The
agent soon learns to avoid these actions and
the frequency of attempted catastrophes drops
to 1 in 10,000 frames.

Figure 5: “Penalty” agent gets negative
reward for catastrophes but isn’t blocked.
Avoiding catastrophes slows down mastery
vs. unmodified Pong. Yet blocked and penal-
ized agents master Pong equally fast. The
blocked agent reaches a slightly lower score
because the Blocker is overly conservative.

Figure 6: The Blocker blocks the agent when the
softmax output exceeds the “Blocker Threshold”.
Graph shows softmax outputs for all frames in a
single game of Pong.

(but takes longer than the baseline of “unmodified Pong”). Its final average is lower than a pure RL159

agent because the Bl160

The Blocker is overly conservative, blocking some actions that are actually safe. By contrast, a pure161

RL agent (“Catastrophe Penalty”), which got negative reward for catastrophes but wasn’t blocked,162

learns to achieve a slightly higher score, but causes hundreds of catastrophes in the process.163

4.1.2 Result: Blocker is robust to adversarial agents164

The Blocker (a CNN) prevented all attempted catastrophes over ten million frames of Pong. But the165

Blocker was also trained on data generated by this agent. Would the Blocker be equally reliably for a166

different agent? We ran the Blocker on a “catastrophe loving” agent, who had previously received167

positive rewards in the Catastrophe Zone, and the Blocker proved successful. We also trained of168

A3C agents from scratch (no prior experience) to play Pong while being blocked by the Blocker.169

These agents had somewhat different architectures and the Blocker prevented all catastrophes without170

preventing learning (see Appendix).171

What concept does the Blocker CNN learn? We ran the Blocker on all frames in a single episode172

(1000 frames) and plotted the softmax output as a function of the agent’s action and their distance173

from the Catastrophe Zone (Fig. 6). The training data (from human blocking) contains no frames174

with distance less than 20. So the crucial thing is that the Blocker blocks “Down” actions just above175

20 but not much after 23 (otherwise they’d constrain the agent needlessly). For distances less than176

20 the Blocker is generalizing to distances it never saw in training. Interestingly, it correctly blocks177

all “down” actions (albeit with decreasing softmax weights). It also blocks most “Up” actions with178

distance less than 20: this is pointless as the Blocker can only change the agent’s action (the Blocker179

can’t violate the laws of Pong and actually halt the agent).180

5
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Catastrophic forgetting

44

catastrophes but is not blocked. The agent learns to mostly avoid catastrophes but the catastrophe rate
seems to converge to a low but non-zero level.

Table 1: Long-run rate of attempted catastrophes in Pong.
Policy Learning Rate Catastrophe Rate Per Episode (Std Err)

Stochastic 10�4 0.012 (0.004)
Deterministic 10�4 0.079 (0.017)

Stochastic 0 0.003 (0.001)
Deterministic 0 0 (0)

Why does the Reward Shaping agent keep taking actions that received a big negative reward? We
investigate this by examining how frequently the HIRL agent attempts catastrophic actions.9 In
Pong, the HIRL agent attempts catastrophes at a rate of about 10�5 per frame or 10�2 per episode.
Is this due to A3C’s stochastic policy or due to catastrophic forgetting? We tested this by turning
the learning rate down to zero and by making the agent deterministic (taking a max over the policy
network’s softmax layer). Table 1 shows the four possibilities. The first row (stochastic and non-zero
learning rate) is the regular A3C with HIRL as shown in Pong results for Figure 4. The catastrophe
rate only goes down when the learning rate is set to zero. This strongly suggests that catastrophic
forgetting is the problem. We also examined the probability of taking a catastrophic action for the
regular A3C agent’s policy network: after the agent has mastered Pong, this probability continues to
vary between 10�9 and 0.3. (This probability is mostly low, much closer to 10�9, but it periodically
gets higher until a catastrophe occurs.)

4.3.4 Extrapolating the human time-cost

We noted above that the human blocking for Pong took four hours. We can break this down according
to Equation 2:

• Ncat = 120. (number of labeled catastrophes)
• ⇢ = 166. (ratio of observations to catastrophes observations)
• thuman = 0.8s. (average time for human to do one label)

The number Ncat is small because the catastrophe is so simple: the CNN didn’t need much data to
learn the concept. The ratio ⇢ was relatively small. Once the agent learns to avoid the catastrophe
(after 200,000 frames), ⇢ goes up to around 104. Suppose that in our experiment, we had used an
agent pre-trained to avoid catastrophes (instead of a completely fresh agent). With ⇢ = 105, the total
time for human labeling would be 0.8⇥ 105 ⇥ 120 = 110 days: a huge amount of human labor to
learn such a simple concept! Ratio ⇢ would also be much higher if the Catastrophe Zone (Fig 2) was
a small region in a three-dimensional space that the agent is unlikely to randomly move into (e.g. a
corner of a dungeon).

4.4 Road Runner: Blocking an Adversarial Agent

Road Runner is a side-scrolling game based on the Warner Bros cartoon. The player controls Road
Runner, who is constantly pursued by the Coyote (Figure 3). The Road Runner gets points for eating
birdseed and for knocking out the Coyote. We stipulate that losing a life is a catastrophe. The main
way to lose a life is by touching the Coyote (which is easily avoided in Level 1 by running away).

4.4.1 The Score Exploit

Deep RL agents are known to discover a “Score Exploit” in Road Runner [4]. The agent learns to
intentionally kill itself in a way that (paradoxically) earns greater reward. Dying causes the agent

9The HIRL agent is blocked from actually taking catastrophic actions. By measuring how often it attempts
catastrophic actions we learn how many catastrophes it would have caused if blocking was turned off (as in
Reward Shaping).

8
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Making RL+human efficient
More data-efficient RL algorithms

More data-efficient supervised learning algorithms

RL agents who explore aggressively and systematically

Human only provides oversight in unsafe regions of state 
space. 

Human provides more than binary labels (e.g. causes).

47
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Comparison to Christiano/Leike

Online vs. Offline human oversight. 

Offline: works for fast tasks, human can label 
batches and view frames in reverse order (good 
for subtle causes), not full safety but limit 
catastrophes to finite number. 

Online: safety, prevent agent getting stuck, 
parallelize via A3C. 

48
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Challenges in Blocking
Many catastrophes are hard to block online (Atari and 
truck speeding on slippery road). 

Depends on “locality” (distance between point of no 
return).  

In some Atari games, avoiding all deaths and getting 
points would require playing very well from the start. So 
approach unlikely to work. (See Lipton failure).

“Health and Safety”: human can create big safety margins 
by blocking well before action is actually dangerous. 
(Helps with human error, may make concept easier to 
learn).  

49
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Other tools for avoiding 
catastrophes

Simulation: red-teaming (adversarial training). Use 
offline HIRL to get accurate negative rewards and train 
a Blocker (which needs to transfer).  
 
(Ciosek and Whiteson, Precup). 

Imitation learning of safe policy. 

Both would make possible much less human 
intervention (as in self-driving car case). 

50
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Thanks!

NIPS submission: coming soon to Arxiv. 

More papers:  
http://owainevans.github.io
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